
26

model with the L D.C assumptions .

Wha t is the moral of the Pitinan story? First , if you simply concen-

trat e on one question , whether the nul l hypothesis is true in the population ,
a conditional test of significanc e is always possible with very few

assumptions . Second , the large sample vers ion of the permutation test of

significanc e may (and generally does) coincide with the exac’ test of

significance used when all the bivar iate normal assumptions hold in

population .

There are two disadvantages to the Pitman permutation test. First ,

the test is conditional and thus limited to the population where the marginal

distributions of X and Y are identical to those observed in the sample.

Second, by the time the sample size is large enough for one to expect a

stable correlation (i.e., N=20) , the number of permutation correlations

required to obtain the distribution has soared to the millions . The only

saving grace here is that if either X or Y has a symmetric distribution

(i.e., a skew of zero) and is very flat ( i .e . ,  the Kurtosis is near zero),

then the usual t-test is valid for small samples without the necessity of

constructing the entire permutat ion correlation distribution.

[EJ The Spearman Correlation for Ranked Observations

C. Spearman in his article (1904) raising the issue of errors of

measurement and their attemiation effect on the product-moment correlation ,

also suggested that each variable be ranked from 1 to N and a product-moment

correlation calculated for the ranks . Pearson (1907) responded favorably

to this latter suggestion and worked extensively on the characteristics

-- - --- __ -- _ _ _ _ _ _ _
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of rank correlations.

One ininediate question was how to determine the significance of the
Spearman rank correlation. First, when p = a , the variance of the sample
value is l/ (N- 1). This is idc itical to Pitman’s (1937) result for the

permutation product-moment r distrib ution . However , like the product-
moment correlation , the Spearman rank correlation has distinctly non-normal
distributions for small samples or when p is near +1. Thus, the significance
of an observed rank correlation (her eafter designated sr) cannot be tested
by dividing it by its varianc e.

In 1936, H. Ib telling and M. Pabst used the permutation method of
generating the sampl ing distribut ion of the sr in the null case that p = o.

They managed to wor k out the exact di stributio n of sr for N=2 to N=7. For

N=7 they had to calculate 7! = 5040 values with no electronic computer to

help them , so they stopped there . However , Kendall , Kendall , and Babington
(1938) soon after computed the 8! = 40 ,320 values of sr for N=8 ; and Devid ,

Kendall , and Stuart (1951) later published the exact probability levels

for N=9 and N=l0. As far as I know , no one has worked out the 11! 39 ,916 ,800

Spearman rank correlations for N=ll, but there is no practical need to do so.

The Fisher t-test for the significance of a bivariate normal product-moment

correlation will give almost exactly the correct levels of significance for

sr with N greater than 10. In other words, all that is necessary is to

substitute sr for r in equation 19.

(o) Incidentally, Speaunan and Pearson spent much of their working lives in close
physical proximity at tkiiversity College , London. Spearmen was head of the
Psychology Department and Pearson was head of the Biometrics and Eugenics
Laboratories, so the two men were separated only by a courtyard. A~çarently,
they had no particular liking for one another . Their disputes stinulated the
developaent of some important concepts and led Pearson to exhaustive mathe-
matical investigations for which Spearman had no training.

(p) The use of the permutation method was apparently quite independent of
Fisher or Pitman .

______ 
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Table 2 illustrates the degree of approximation involved. Here I have

listed the .05 one-tail values of the Pearson product-moment correlation

based on the PLJI42 assumptions of the bivariate- noun al model and the

transformation to the Fisher t-ratio. Since the Spearman rank corr elation

can only take on a finite set of discrete value s, most of the sr 05 values

given in Table 2 are fiction in the sense that no such sr value s could

ever result for the given sample size of N. The sr 05 values were obta ined

by linear interpolation from the exact prob abilities and tend to be a bit

too high.

Table 2

Values of the Spearman Rank-Order and Pearson
Product-P.bnent Correlations at the .05 one-tailed

Level of Significance

N df*(N_2) r 05 sr 05

4 2 .900 .987
5 3 .805 .908
6 4 .72 9 .774
7 5 .669 .695
8 6 .621 .637
9 7 .582 .583

10 8 .549 . 546

Table 2 shows that as N increases, the two critical .05 levels approach

one another, until , for N greater than 10, they differ only in the third

decimal place . Practically all, sample sizes above 10 are large samples

when testing sr for significance at the .O S one-ta il level .

}btelling, Pabst , and Kendall generated the sampling distribut ion of the

Spearman rank correlation under the null hypothesis exactly in the way called

- ~~~~~~~~~~ -~~ .
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for by the Pitman penmitation method . Therefore , the moments of the sampling

distribut ion of sr , under the null hypo thesis , can be deduced from the general

equations given by Pitman . The average of all N! rank correlations will be

zero and the variance will be l/ (N-l) . For the Spearman rank correlation

both X and Y have been trans formed to rectangular distributions , which are

symetric about (N+i)/2. Thus , the skew coefficients for X and Y are zero

and so is the sampl ing distribution of the Spearman rank correlation under

the null hypothesis . The fourth moment is given by:

~34) 11 4sr = 3K/ (N 2 l)

where K = l2(N+6)/25N (N-i) . As N increases , K goes to zero .

The sampling distribution of sr is identical to the Pearson Type II

syninetrical distribution , except for the fourth moment which becomes similar

as N increases . Fisher (1915) proved that the exact distrib ution of the

product -moment correlation , under the L1142 assumptions with p = o , is the

Pearson Type II syninetrical dist ribution . Therefore , to the extent that

the moments of the Speannan rank correlati on sampl ing distribut ion approach

those of the Pearson Type I I distribut ion , the exact Fisher t-test

(equation 19) will be a good approximat e test for the significance of sr.

I view the Spearman rank corr elation as an excellent al ternative to

the product-moment correlation when the question is whether there is a

significant association between X and Y. When you have drawn the subjects

independently and assured yourself of a mutual linear regressi on, then

transforming X and Y into ranks gets rid of the asstmçtions of mar ginal

normal ity and hemescedasticity.

However, rank correlation is not an answer to the pred iction of the

observed Y scores from the observed X scores with the least error. For the

a’
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same number of subj ects , sr will have less statistical power ( i .e . ,  the

probability that the experimenter will accept the alternative hypothesis)

than r. Ibtelling and Pabst (1936) found that for large samples r

attained the same power as sr with 91% of the sample size . Thus , the

asymptotic efficiency of sr is 91% of that of r when the bivariate normal

assumptions are met. Of course , sr may be more efficient than r when the

bivariate normal assumptions are not met. In fact , sr is the most efficient

measure of correlation when the marginal distributions of X and Y are logistic

functions .

ADIENLU4: DIA(N)SFIC CHECKS

In my opinion , the ri~ght to compute any statistic you wish , even a

product-moment correlation , is guaranteed by the first Article of the Bill

of Rights just as much as is freedom of speech or religion . But just as

freedom of speech is not an adequate response to the charge of libel or

publishing false and misleading coninercial information, just so the right

to compute a statistic is not the right to publish false or misleading

information. Just as the judges and the courts stand guard over the rights

of citizens and try to prevent abuse of freedom of speech, just so editor s

and referee s stand guard over the rights of the reader and try to prevent

publication of statistics that misrepres ent the data , contain spurious

el~~~nts , or are just plain false .

Ordinarily then , the question of whether a statist ic should be computed

is not an ethical questio n for me. If you think it would yield information

of interest to you, then of course the answer is ‘Hell , yes, compute it. ’

~~t there is an ethical violati on, for me , when saneone atte mpts to publish

a statistic before (1) checking for ntsier ical accuracy, (2) checking that

essential parts of the model do fit the da ta , (3) checking that artifact

_ _ _- -~~~ 
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or spurious elements have not distorted the numerical value of the statistic,

(4) making sure that the published level of significance has not been dis-

torted by multiple comparisons, etc.

~bral standards change from time to time in statistics as well as in

social fields . At present , very few would agree that diagnostic checks,

of how well the model fits the data , are just as much a responsibility of

the research worker as numerical checks of accuracy . To my surprise , some

editors apparently don ’t even agree on the necessity for numerical checks

of accuracy . Inevitably, one can point to wildl y inaccurate statistics

being published in such journals. I would hope in the near future , that

editors will insist on statements from the authors regarding such checks

just as they now insist on state ments regarding the humane treatment of

subjects.

Ardie reconinended the following steps as diagnostic checks for the

linear regression model for the one-predictor case.

(1) Test for linearity :

2
Compute F (r 2 

- r 2)/ (l- r~~)
q xy ( N 3 )

where ~~~ is the Pearson product-moment correlation and rq
2 is the quadratic

correlation coefficient.

or
(cR-r~ ,2) (1-cR)

Compute F (K-z) / (N-K)

where CR is the correlation coefficient and r~~
2 is the Pearso n product-moment

correlation.

_ - - ~~- S
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If either of these are nonsignificant , go to step 4. Otherwise, go

to step 2.

(2) Test for quadratic model :

Compute : F = 
(CR~ F

q
2) 

/

tf significant a nonquadratic, nonlinear model describes the data. If non-

significant, the quadratic model is sufficient.

(3) Transform the data to obtain linearity and repeat step s 1 and 2.

(4) Test for skewness:

Compare the Pearson product-iminent correlation with the

Spearman rank order correlation . These re sul ts shoul d agree with step 1.

(5) Plot the data . These results should agree with those obta ined

in steps 1 and 2.

__________ - —c 
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